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ABSTRACT

Large-scale pre-trained language models have demonstrated
strong capabilities of generating realistic texts. However, it re-
mains challenging to control the generation results. Previous ap-
proaches such as prompting are far from sufficient, and lack of
controllability limits the usage of language models. To tackle this
challenge, we propose an innovative method, inverse prompting,
to better control text generation. The core idea of inverse prompt-
ing is to use generated text to inversely predict the prompt during
beam search, which enhances the relevance between the prompt
and the generated text and thus improves controllability. Empir-
ically, we pre-train a large-scale Chinese language model to per-
form a systematic study using human evaluation on the tasks of
open-domain poem generation and open-domain long-form ques-
tion answering. Results demonstrate that our proposed method
substantially outperforms the baselines and that our generation
quality is close to human performance on some of the tasks.
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1 INTRODUCTION

The field of text generation has made tremendous progress in re-
cent years. Large-scale auto-regressive Transformer models [23]
optimized with maximum likelihood estimation have shown the
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ability of generating realistic text [2, 4, 15]. For real-world applica-
tions of text generation such as essay writing and story generation,
it is essential for the users to be able to control the generation re-
sults. One of the most common approaches is to use prompting;
i.e., a user shall manually write a few sentences to serve as the
prompt and the language model generates the subsequent tokens
given the prompt. For example, a user might input “this is a sad
story about a disease named COVID-19” as a prompt to expect the
generation of a COVID-19 story.

However, prompting is far from sufficient for controllable text
generation. It is not uncommon for a language model to deviate the
generation process from the original prompt and start generating
text of unrelated topics. Table 1 shows an example of how language
models fail to maintain the coherence between the prompt and the
generated text. In the example, the language model is asked to an-
swer the question “which moment do you want to live in forever”.
Using conventional prompting generates a story that deviates a lot
from the prompt; i.e., most of the generated content is irrelevant
to the question.

To tackle this challenge, we propose a novel method, inverse
prompting, to refine the process of text generation from pre-
trained language models. Inverse prompting can be decoupled into
three steps. First, given a piece of generated text, an inverse prompt
is constructed using the generated text. Second, the conditional
likelihood of the original prompt given the inverse prompt is com-
puted based on the pre-trained language model. Third, the condi-
tional likelihood is used as a score in beam search for selecting the
best generation candidates. As a result, inverse prompting ensures
that the pre-trained language model predicts the prompt given the
generated text with high likelihood, which encourages the rele-
vance of the generated text to the prompt. For example, in the
case of question answering, a language model generates an answer
given the question; during beam search, we use the same language
model to compute the likelihood of the question given the gen-
erated answer for candidate selection. In the example of Table 1,
text generated by inverse prompting describes a beautiful moment
of high school times which is closely related to the question. As
a result, inverse prompting achieves an average score of 8.60 out
of 10 under human evaluation on this example, compared to the
baseline’s 5.40.

To systematically evaluate the performance of inverse prompt-
ing, we conduct human evaluation on the tasks of open-domain
long-form question answering and open-domain traditional Chi-
nese poem generation. We pre-train a Chinese language model to
serve as the base model in our experiments. The task of long-form
question answering is similar to answering questions on Quora
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Figure 1: The generation process of open-domain traditional Chinese poems under inverse prompting. Using title New York (
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Table 1: An example showing how the prompting baseline
model may fail to maintain relevance in generated text, and
how inverse prompting alleiates this issue. The relevance
and overall scores were obtained from human evaluation.

Question AT AR RAE B A5 — %02
Which moment did you want to live in forever?

Prompting A BIAAE—RWAE, KERESE2 MBAEEN. —A
Baseline  (  7EFESN BELOBREGEEIT. & BIIGE EEHE
relevance:2.83 A4, PIAS A— %5y, WhWb s Mgk 7. R— XA
overall:5.40) A8 AETEI T, B Tis LA A, BESEHb 2 %47
éﬁ’ﬂgﬁ\ﬂ%%o HER MR, Bt —ETESN Sk “IL
Thave been in a relationship with my boyfriend for two years. I
went to study abroad and he stayed in our home country. Being
alone in a foreign country, I felt really lonely and sad. When I
was in school, I felt that it was ok to be together often. We
worked hard together and we also quarrelled with each other. I
kept thinking in this way. In the last few months of our time at
the high school, I felt that he was my walking little brother. In
fact, the happiest moment was when we were together in the
“orphanage”.

Inverse — A 1 A RIE, FRRR AP AE BRI T — T E K
Prompting (P, FIRIZE—EAERE FTTER, FAPR9 47 BARERT TR, 3=
relevance:d.53 AN A—EuTEE R L, &R T VAN 5 47 . — B
overall:8.60)  FIR—IHE], AIIEER LAG AL BB BRI R
B T2,
In an instant I recall the second year of high school. That after-
noon, I took a sunbath on the playground for a long time. I then
played basketball downstairs with my classmates. As the sun
set slowly, the three of us stood together on the corridor, lean-
ing on the railing to face the sunset. I've always wanted to live
in that moment forever, but unfortunately I never encountered
a similar moment again. I just want to live in that moment.

or Zhihu. On this task, we show that inverse prompting achieves
much higher scores in all aspects than the prompting baseline and
the previous state-of-the-art Chinese language model CPM [27].
The task of traditional Chinese poem generation targets generating
poems of traditional form but with contemporary topics including
rocket science, relativity, or artificial intelligence, which tests the
generalization ability of different approaches. Figure 1 illsutrates
an example of traditional Chinese poem generation under the ti-
tle New York. It combines contemporary notions of New York like
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Manhattan and the financial center with a traditional form and
traditional poetic imagery of cloud and rain. On this task, human
expert evaluation demonstrates that inverse prompting performs
significantly better than the beam search baseline and comparable
to Jiuge [28], a well-known state-of-the-art system for traditional
Chinese poem generation. When we combine inverse prompting
with self training, i.e., fine-tuning the model with self-generated
poems, our system outperforms Jiuge under human evaluation by
a large margin. Our results of human evaluation demonstrate that
inverse prompting improves the controllability and quality of text
generation significantly and achieves close-to-human results.

2 RELATED WORK
2.1 Pre-training and Language Modeling

Language modeling has been widely used as an objective for pre-
training and demonstrates strong generalization abilities. Originat-
ing from word embedding methods such as word2vec [13] and
GloVe [14], pre-training methods have displayed an increased level
of importance in the field of natural language processing [4, 7, 11].
These models are more general and require less domain-specific
data to achieve strong performance.

Most of the well-known pre-training models are auto-regressive
language models. Generative pre-training (GPT) [2, 15, 16] and
Transformer-XL [4] achieve substantial improvements in terms of
perplexity and also improve generation quality. These approaches
have also been adapted to different languages [6, 27].

Although realistic text can now be generated automatically by
large-scale pre-trained language models, it is challenging but es-
sential for users to be able to control the generated results. Prompt-
ing [4, 15] has been widely used but is rather limited in control-
ling the generation results. CTRL [9] proposes the usage of con-
trol codes to provide conditions for a language model. PPLM [5]
performs backpropagation during test time to adjust generation
to maximize the scores given by attribute models. Different from
CTRL, inverse prompting does not rely on modification of pre-
training paradigms or human-designed attributes. Compared with
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PPLM, inverse prompting does not require any gradient updates to
the original model and is free of any additional attribute models.

The idea of using dual process to strengthen the quality of Al
generation has long been researched. The dual property suggests
that outputs and inputs are inputs and outputs under an inverse
perspective. [24] introduces dual learning for the task of machine
translation. The method uses multiple different models to form a
translation loop and expects the context to remain unchanged af-
ter passing through the loop. CycleGAN [3] and VAE [1] also share
the similar idea of inverse reconstruction in their applications. Dif-
ferent from these works which use different forward and inverse
models, in this paper, we exploit the existence of inverse format in
natural languages and use the same language model for prompting
and inverse prompting.

2.2 Open-Domain Long-Form
Question-Answering

Question answering is a well-studied problem in artificial intelli-
gence [21]. There are various paradigms of question answering.
Short-form question answering focuses on using a short phrase or
sentence to answer the question [17, 25]. On the other hand, long-
form question answering targets generating multiple sentences or
paragraphs to answer a question in a more comprehensive way.
Online question answering platforms such as Quora and Zhihu
can be viewed as good examples of long-form question answer-
ing. While short-form question answering is easier to evaluate and
more widely studied, we are interested in investigating the ability
of open-domain long-form question answering using text genera-
tion models. It is challenging to figure out a metric to evaluate the
qualities of long-form question answering, therefore we employ
human evaluation in our experiments.

2.3 Traditional Chinese Poem Generation

Traditional Chinese poetry is an important genre of Chinese lit-
erature with a history of dozens of centuries [10]. A few years
ago, researchers experimented with generating traditional Chinese
poems using statistical machine learning methods [8]. Later, Ji-
uge [26, 28] advanced traditional Chinese poem generation to a
new level. As the well-recognized state of the art for open-domain
Chinese poem generation, Jiuge is able to generate multiple forms
of poems under any given titles, keywords or even images. De-
spite its ability to handle arbitrary open-domain inputs, Jiuge per-
forms well on domain-specific contexts such as giant deserts or
iron horses but does not generalize well to contemporary notions
such as Donald Trump, quantum computation, and Europe. Dif-
ferent from Jiuge, we employ a large-scale language model pre-
trained on a general-purpose corpus and leverage inverse prompt-
ing to enhance its generation quality.

3 METHODOLOGY

In this section, we discuss the proposed inverse prompting method.
The problem of text generation is modeled as generating text se-
quence of tokens ¢, given the prompt sequence of tokens cp.
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Figure 2: Language model generation and language model
inverse prompting scoring for generating a poem sentence.

3.1 Baseline: Prompting and Beam Search

Given a language model with probability distribution p, a sim-
ple and widely-used approach is to generate text by maximizing
the conditional probability p(cg|cp). This is usually achieved with
beam search [12]. With a beam size of n, beam search keeps the
top-n sequences during decoding time according to a beam scoring
function f(-). An illustration is shown in Algorithm 1. The baseline
method uses the log likelihood to define the scoring function, i.e.,

feglep) =log p(eglep)

Algorithm 1: Beam search. Inverse prompting follows the
beam search framework with a novel scoring function f
being the inverse log likelihood of the prompt given the
generated text.

Result: Generated Context ¢4
1 Given a language model p, a prompt cp, the number of
beams n, the number of steps s, exploration steps for each
beam m. Initialize current step k = 0. For each beam j,
initialize the generated context for this beam c; ="".
2 while k<s do
3 For each cj, generate m next token tj1...tj, sampled
from p(-|cp +cj), update ¢;; = ¢j + 1t
4 Choose the best n texts cpq, ¢py-..Cp, With highest
Fejilep).
5 For all j, update c; = cp;.
6 Update k=k+1.
7 end
8 Output the best beam ¢4 = c;.
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3.2 Inverse Prompting

In this paper, we introduce a new method based on a new scorer f
in beam search, called inverse prompting. Unlike previous control-
lable methods such as CTRL or PPLM which needs additional at-
tribute model training or manually-defined codes, inverse prompt-
ing directly uses the original language model itself to improve its
generation.

One main issue that reduces the quality of the generated text is
the run-away phenomena shown in Table 1. The text gradually be-
comes irrelevant to the given prompt as the sentences being gener-
ated. As the distance between the given prompt and the generated
sentence becomes larger, it hinders the generator to keep a close
connection with the prompt.

To alleviate this issue, our main idea is to design a novel beam
search scoring function that evaluates the log likelihood in an in-
verse direction; e.g., if the prompt can be generated back from the
text, they ought to be very related with each other:

f(eglep) =logp(epleg). 1)

Texts are not always fluent if we read them in an inverse way.
In question-answering, the prompt may be "Question:${Question}
Answer:”. It is natural to follow the answer after the prompt,
yielding "Question:${Question} Answer:${Answer}”. However, it
is very unlikely that in natural language the order will present in
the inverse way "${Answer} Question:${Question} Answer:”. Sim-
ply using equation 1 only results in failure.

However, thanks to the nature of natural language, there do
exist ways to rearrange contexts to make them appear in an in-
verse order properly. Let’s continue with the above instance: For
“Question:${Question} Answer:${Answer}”, there do exist a way
in natural language to inverse it: "${Answer} answers the ques-
tion:${Question}”.

To achieve the core idea of Eqn. 1, we simply need to alter the
format of the prompts and texts:

fleglep) =logp(cylcg), )

g is inverse prompt under a new format, and c;, being the

9
inverse text. Table 2 displays some examples of this transforma-

tion format. For ¢, = “Question:${Question} Answer:” and ¢, =
“${Answer}’, we only need to set c‘;, = “${Question}” and cé =
“${Answer} answers the question:”, equation 2 shall work. Inverse
prompting ranks different beams by their likelihood to generate
back the original prompt in an inverse way, promoting the most
relevant generated texts. Inverse prompting can be used as long as
the language supports an inverse structure to rearrange the prompt
and context in a proper way. Detailed illustration for language
model generation and language model inverse prompting is pre-
sented in Figure 2.

The top rows in table 2 are the formats of inverse prompting in
the two experiments of our paper—long-form question answering
and poem generation, while the bottom rows are additional exam-
ples of how inverse prompting can be used in other text generation
tasks.

Inverse prompting is a simple method and easy to implement.
The method requires no additional models or data processing, as
the inverse prompting score can be simply computed by the same
language model used for generation. However, inverse prompting

where ¢
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offers large improvements to the qualities of the generated texts,
which we will show in Sections 4 and 5.

4 IMPLEMENTATION

We mainly use two long-term text generation tasks, Open-Domain
Long-Term Chinese Question-Answering, and Open-Domain Chi-
nese Poem Generation, which require the Al to generate long, in-
depth contexts according to relatively short prompts, to demon-
strate the fantastic performance of inverse prompting.

We believe that as the relevance between generated texts and
the given prompt (questions/titles) improves, the generation qual-
ity will increase too. So we conduct inverse prompting on ques-
tions/titles( |7 {5/ /) in our experiments, as shown in the first
four rows in Table 2.

4.1 Base Language Model

Our base Chinese language model is trained using Megatron-
LM[19] with Transformer-XL[4].! The model has 2.86 billion pa-
rameters. The training set contains 302GB of raw Chinese data ab-
stracted from multiple Chinese websites including Baidu, Zhihu
and Sougou. We train the base model using 64 GPUs for 160,000
steps. Details of training settings and datasets are displayed in Ap-
pendix A.1.

4.2 Open-Domain Long-Form
Question-Answering

Long-Form Question-Answering, like the QAs on Quora, Zhihu or
Sougou, is a form of question-answering that questions are short
and described in one or two sentences, while the answers have to
be long, informative and in-depth. The questioner expects a thor-
ough answer answering the question he asks in detail.

We apply inverse prompting in this way to generate Long-Form
Answers given question prompts: We generate sub-sentences ran-
domly according to language model LM, and do beam-search
with inverse prompting in sub-sentence level. To ensure the an-
swer follows the question, we apply inverse prompting (Equation
2 for each sub-sentence and sum up their scores. To keep the gener-
ated context fluent, we combine the scores with length-normalized
forward perplexity,

lOgP(Cg|Cp)
n(cg))‘ .

feglep) = 3 Arlogp(cpls') + 72 (3)

SECy

4.3 Open-Domain Poem Generation

Traditional Chinese Poem generation is the pearl of domain-
specific long-form Chinese text generation tasks. Traditional Chi-
nese poems have their specific complex format and word usages
different from modern Chinese language. Most of the poems are
written by ancient poets to express their feelings, describe things
they are doing, or ideas on different items. Generation of meaning-
ful text under the poem format given open-domain information is
very hard for both state-of-the-art AI models and humans.

In this paper, in addition to Open-Domain Long-Form QA, we
challenge our inverse prompting for a seemingly impossible task

IThe model is released at https://github.com/THUDM/Chinese- Transformer-XL.
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Table 2: Inverse prompting transformation Table. The first rows represents the inverse prompts used in experiments.(in Chi-
nese and English) Some additional examples of inverse prompting format are also displayed.

Prompt ¢, Generated Text c Inverse Prompt c; Inverse Text c},
A5 ${Question}? {ijA: ${Description} [A]%: ${Answer} “${Answer}” [0] & 7 i) ¢ ${Question}?”
Question: ${Question}? Description: ${Description} An- | ${Answer} “${Answer}” answers the question “ | ${Question}?”
swer:

FRi: ${Title} (A% ¥k F3C: ${Poem} “${Poem}” {1} FHR (${Title})
Title: ${Title} Genre: Poem Text: ${Poem} “${Poem}” is from poem ${Title}
${Title} ${Text} ${Text} discusses the topic ${Title}

Title: ${Title} Genre: Poem Author: ${Author} Text: ${Poem} “${Poem}” is written by ${Author}.
Title: ${Title} Emotion: ${Emotion} Text: ${Text} ${Text} expresses the emotion ${Emotion}
Title: ${Title} Keywords: ${Keywords} Text: ${Text} ${Text} studies the research field of | ${Keywords}
Title: ${Title} Text: ${Text} ${Text} is from news ${Title}

- Using the language model trained on modern texts to generate
Open-Domain Traditional Chinese Poems.

We basically keep the inverse prompting format of Eqn. 3 while
adding a poem-format term to the beam-search (as shown in
Eqn 4), which penalizes generated texts by the degree of the de-
viation to the poem format in rhythms or tones.

1 o log p(cglep)
fleglep) = = D hilogp(eyls’) + lp——LL2

- A?Jformat(cg)
s€cqy ’7(Cg)/1

©

4.4 Self Training for Poem Generation

Given that the model is trained on modern Chinese texts includ-
ing very few poem-format texts, it can hardly generate texts fully
match the poem format while maintaining a strong relevance to
the given title.

Therefore, to improve its performance, we try the generate-and-
fine-tune self training protocol in AlphaGo-Zero [20] for this task.

For each self-training cycle, we randomly select 1,500 titles and
let the model to produce poems based on these titles, then we fine-
tune the model on these generated poems for 2,000 steps. This cycle
can be repeated multiple times and in our experiments we repeat
this cycle for 2 times.

We expect the self-trained model to be more likely to generate
sentences with better poem formats and other poem-specific prop-
erties like aesthetics without losing their relevance to the given
title, hence their quality may be improved.

5 EXPERIMENTS

In this section, we display the human-evaluation results of inverse
prompting on two long-form text generation tasks, open-domain
long-form QA and open-domain poem generation.

5.1 Human Evaluation Protocol

We first introduce how our human evaluation on the two tasks is
conducted. Table 3 illustrates the statistics for human evaluation
experiments. For open-domain long-form QA, we recruit 45 peo-
ple, mostly university students, to evaluate the quality of the gener-
ated answers. As for the evaluation of poem generation, we invite
11 experts on traditional Chinese poems. Some of them previously
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participated in the evaluation of Jiuge, the prior state-of-the-art
Chinese poem generator. The others are either similarly known to
be knowledgeable on poems or guaranteed to be qualified for the
evaluation by some poem contests.

Table 3: Human Evaluation Statistics.

Task Participants Scores

as Recruited Finished Valid Collected
long-form QA 45 32 30 12,000
Poem generation 11 10 10 4,000

Each task contains 100 prompts. For each prompt, we provide 4
different contexts (answers for long-form QA and poems for Poem
Generation) for evaluators to evaluate. An evaluator needs to score
each context from multiple aspects and give an overall rating for
each context on our online evaluation platform within one week
time.

To ensure participants making evaluations seriously, for each
prompt we ask the participants to select the best context. Then
we will check if this answer is consistent with the overall ratings
for those 4 contexts additionally. If the proportion of inconsistent
answers is over 20%, the participant will be regarded as not seri-
ously doing the experiment, therefore his scorings will be removed.
Other scores will be maintained and collected to be the scoring.

As listed in Table 3, 32 evaluators in long-form QA evaluation
and 10 experts for traditional Chinese poems finished his/her eval-
uation. 30 of the finished evaluators in long-form QA experiment
are valid, while all the 10 finished experts in our traditional Chi-
nese poem experiment are valid.

5.2 Open-Domain Long-Form
Question-Answering

For open-domain long-form Chinese QA evaluation, we randomly
select 100 questions from various domains in Zhihu, a Quora-like
Chinese open-domain long-form QA platform. In Zhihu, users can
ask questions with some background descriptions, or provide infor-
mative long-form answers to the raised questions. Besides, users
can "Upvote” or "Downvote” answers based on their opinions.
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In this experiment, we only select questions that are excluded
in the training set of our base model. For each question, we dis-
play one highly-upvoted human answer and three Al-generated
answers produced by CPM [27], prompting baseline, and inverse
prompting respectively.

We shuffle the order of all answers and ask human evaluators
to score the answers through four aspects including:

(1) Fluency Whether the answer is well-formed and logical to
read. Rated from 1 to 5.

(2) Informativeness Whether the answer contains useful in-
formation for the given question. Rated from 1 to 5.

(3) Relevance Whether the answer is relevant to the given
question. Rated from 1 to 5.

(4) Overall The overall quality of the answer. Rated from 1 to
10.

Table 4: Performance for open-domain long-form Chinese
QA under Human Evaluation.

Fluency Inform.! Relevance Overall
Method
etho (1-5) (1-5) (1-5) (1-10)
CPM [27] 2.66 2.47 2.36 4.32
Prompting Baseline 3.44 3.25 3.21 5.97
Inverse Prompting 3.61 3.43 3.59 6.51
Human Answers 3.80 3.61 3.67 6.85

! Informativeness

Table 4 shows that inverse prompting outperforms both the
prompting baseline and the previous SOTA Chinese language
model CPM by a large margin in all individual aspects, as well as
the overall quality of the generated answers.

Despite inverse prompting only forces the answer to be more
related to the question in this experiment, an interesting finding is
that by producing more relevant answers, inverse prompting also
makes improvements on the fluency and informativeness of the
generated answers, raising the overall quality as well. This sup-
ports our hypothesis in section 4.

5.3 Open-Domain Poem Generation

The second experiment is to evaluate the task of open-domain
poem generation. This task is similar to the long-form QA experi-
ment described above. We randomly design 100 poem titles includ-
ing various open domains for evaluation. These poem titles never
appear in any real poems in the training set or being used as ran-
domized titles in our reinforcement learning process.

For each title, we apply four different methods to generate po-
ems, including Jiuge (the SOTA model for open-domain Chinese
poem generation), the beam search baseline with poem format loss
Iformat- inverse prompting with poem format loss (Equation 4) and
inverse prompting with the self-training mentioned in section 4.4.
These four poems are shuffled for evaluation. For each generated
poem, we request evaluators for 5 ratings:

(1) Format Whether the generated poem follows the rule of
rhythm in traditional Chinese poetry. Rated from 1 to 5.
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(2) Innovation Whether the sentences are copied from exist-
ing poems or created with innovative expressions. Rated
from 1 to 5.

(3) Relevance Whether the content of the poem is related to
the given title. Rated from 1 to 5.

(4) Aesthetics Whether the poem has obscure meanings apart
from its obvious meanings, making it aesthetically better?
Rated from 1 to 5.

(5) Overall The overall quality of the poem. Rated from 1 to 10.

Table 5: Performance for open-domain Traditional Chinese
Poem Generation under human expert evaluation.

Method Format Innov.! Relevance Aes?  Overall
(1-5) (1-5) (1-5) (1-5)  (1-10)
Jiuge [28] 3.60 2.47 1.99 3.12 3.57
Beam Search Baseline 2.79 1.10 1.16 244 1.35
Inverse Prompting 2.56 2.71 2.92 2.33 4.00
Inverse Prompting +ST 2.42 2.92 3.65 2.18 4.40

! Innovation
2 Aesthetics

Table 5 illustrates the experimental results. The average scores
for all methods are low as all of the experts are extremely criti-
cal. They only give high scores to very few perfect poems. An es-
timated score for selected high-quality human-written poems is 6,
while for average poems written by ancient celebrities, the average
score is estimated to be around 5.

The beam search baseline can hardly generate appropriate po-
ems. Even with the poem format loss, it only outputs unrelated
sentences copied from existing famous poems that appear in mod-
ern Chinese languages.

However, with the help of inverse prompting, the overall qual-
ity of generated poems surpasses Jiuge. Moreover, the self-training
can further improve the performance on top of inverse prompting.

Generally, Fiuge is good at generating sentences with beautiful
words and gorgeous rhythm, since it is designed to focus strictly
on poem formats. Nevertheless, according to human evaluation re-
sults, despite it sometimes does generate relevant poems, most of
its generation results are not quite related to the given title and
comparably weak at innovation.

Inverse prompting offers innovative and relevant expressions
in the form of traditional Chinese poems. However, as the model
is trained on modern Chinese texts, it is inevitably not so good in
following traditional poem formats like rhythms or tones. It also
doesn’t handle aesthetics well, as this is common in ancient Chi-
nese poems, but rarely appears in modern Chinese.

Despite these disadvantages, the experts still agree to give po-
ems generated by inverse prompting a much higher average over-
all score than Jiuge due to their high relevance to titles and inno-
vative expressions.

In section 4.4, we expect the self-training can bring better for-
mat and aesthetics to the generated poems. However, to our sur-
prise, the self-training further enhances the innovation and rele-
vance by a large margin at the cost of a minor decrease in format
and aesthetics, suggesting that what the model really learns un-
der our reinforcement learning scheme is to be more relevant. By
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generating more relevant poems to the title with more innovative
expressions, its average overall score becomes much higher addi-
tionally. Eventually, inverse prompting with self-training gets 4.40
average overall score, compared with Jiuge’s 3.57.

One possible explanation for this phenomenon is that in order
to be more relevant to open-domain titles which may never appear
in the domain of Traditional Chinese Poems, the model has to be
more innovative in language arrangement and less focused on for-
mats or aesthetics.

In Appendix A.3, we discuss our deviation analysis and calculate
p-values for different methods on the above two tasks.

5.4 Poem Turing Test

Apart from human evaluation for open-domain titles, we also test
the performance of it on domain-specific titles. Inspired by turing
test [22], we similarly designed a traditional Chinese poem tur-
ing test to further evaluate the generated poems quality of inverse
prompting.

In the turing test, a human interrogator is requested to distin-
guish between generated poems and human poems. We implement
an online game platform ? where any netizen can participate. Each
player is given several pairs of poems with each pair contains one
poem written by a human poet and the other one generated by
AT under the same title. The human poems are randomly selected
from Quan Tang Shi ( 4=JHETFY ). The player needs to figure out
which poem is written by the human poet. We generate 1,500 pairs
of poems and randomly display 5 pairs for each game.

For the inverse prompting+ self training model, we collect 4,592
records from 755 users. The selection ratio is 46.4%(2,132) for Al
and 53.6%(2,460) for human poems.

5.5 Case Studies

In this section, we discuss explicitly the pros and cons of inverse
prompting by performing series of case studies on the two tasks —
open-domain long-form QA, and open-domain poem generation.

Table 6 exhibits a comparison between two answers for a ques-
tion on how to deal with stress at work during pregnancy. We list
the answer generated by inverse prompting and the human an-
swer. In this case, the evaluators even give higher scores to the in-
verse prompting generated answer than the human answer. Both
answers provide comprehensive and practical aids related to the
question. The human answer is more emotional and gives advice
based on the answerer’s own experience. The generated answer,
on the other hand, raises the point that pregnant mothers should
insist on working and overcome the difficulties straightforwardly.
Then it uses several sentences to enhance this point, which turns
out to be more informative, reasonable and persuasive.

While the proposed method seems to be able to understand
questions, integrate learned knowledge and generate logical an-
swers, we found that numbers in the task are comparatively diffi-
cult, which often lead to some chaotic outputs. In Table 7 we show
abad case generated by inverse prompting that only receives a 4.10
score in overall quality. While the question is asking about Chap-
ter 882 in the One Piece manga, the model is clearly unable to un-
derstand the differences between Chapter 885 and the asked 882.

Zhttps://turing-poet.aminer.cn/index.html
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Table 6: A Perfect Example of inverse prompting generating
better answer than human in open-domain long-form QA.

Z TR R BAM AR B 2902
I feel a lot of pressure in my work during my pregnancy, making
me depressed. What shall I do?

ZE Y G £ 50 45 AR S48, AR o [5] S A7 I 5] AN B R,
B T RESZE (3, 2RI AR ORI, 1 7 T AET A T L
TARRRBER, 2t s 2 RAER AR, SECTARIGE A, 2
X AR . 2P A A A 3 il A T, AR AR, &
U2 U B 0 2, PR BL A 5 7 AR B A 4, TAF i)
MR E ERT o B DAY R R 2 5 BT, R
FWPHL, AR T R TARMUE, OB A REAE A 2 PR 7
U, TARZZE, At b A 1 4, BRAE AW, kb
SRR T AR

Pregnant mothers will inevitably feel that the work is heavy. Col-
leagues at work sometimes do not understand each other, and may
even insult pregnant mothers. Pregnant mothers are naturally with
lots of pressure. Intense work and the lack of rest could lead to poor
working status, which further results in depression. The lack of
companionship from husbands will make pregnant mothers more
lonely. Therefore, they are prone to depression and increasing pres-
sure at work. Therefore, it is recommended that pregnant moth-
ers try their best to go to work during pregnancy, not to quar-
rel, and do a good job at their hands, so as to maintain a good
mood throughout the pregnancy. When aggrieved at work, preg-
nant mothers are also prone to emotions. Communicate with your
husband and let him share the work of the pregnant mother.

Human F AR NI TR S5 2 K B E AR T, KA TS H A,

Answer b Jo AR S I ] A R DA I T A, AR, MO IR

(7.30) TAE, B BB R, 5 REA T, GRS T
BAEREF—AZAT, DEWHAEERE . TIEEAKSE
2, CEFA E DR RN T, RO Frie R . (g
RV R, B A A AR TR, T — i B IR
I found out myself being pregnant when I was just promoted to
the business manager. I had an ectopic pregnancy last year. The
intensity of my work during the first week became five times that
before. I was stressed and even dreaming of working at night. I was
not very healthy and felt weak every day. The doctor prescribed
a leave note for more than a month of self-cultivation at home,
and then my mentality has improved a lot. Don’ t seek perfection
at work. Focus on the health of your baby and yourself, and only
do things within you power. I hope you can also adjust to better
status, as there are no obstacles that cannot be overcome. You must
be strong for the baby!

Question

Inverse
Prompt-
ing (7.97)

Table 7: A bad case for inverse prompting generated texts. It
can’t overcome the barrier of maths.

Question ANl E 882 167

What’s your comment for Chapter 882 in One Piece?
Inverse IR E 885 i — i M, SE I 37 A #E — DK A, AT
Prompt- TR ERL SR 2, A TR T A58 LML R 1! IR EH
ing (410 B RIRAVES TIXA—DUFEE)R . AETAT B AT A—

) HH, AR I E 876 if: £ KA #E R, 861 1 4
SEREGJR, AR SCETH .
One Piece Chapter 885: As soon as entering the new world and
stuffed into the theater version of the straw hat group of friends,
we loyal fans of One Piece, finally witness a perfect ending! Thank
you Mr. Oda for preparing such a good ending for us. Let us love
the One Piece forever and never end! One Piece Chapter 876: After
the friendly reminder from the comment zone, Chapter 861 is the
finale, my answer ends.

Besides, the answer itself is self-contradictory. It is worth noticing
that such a chaotic problem in maths universally exists for lan-
guage models. Previous study [18] also shows that it is extremely
hard for neural models to do mathematical reasoning.

In Table 8, we display all 4 answers for the question “How to
wash purple sweet potato on clothes” with the average overall
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Table 8: A representative case in open-domain long-form QA
that the quality of answers in this problem reflects the over-
all performance of different methods.

BRI B AT?
How to wash my clothes when they happen to contact with purple
sweet potatoes?

B s ug, W T A P — i bR T 4T, PR —Hl
AT DA HERERE— e R <R IR A S
FUAR L Sees? (R aA: 018 “RORLZ AN RIEE” TR
AN BT A XA . ST EIR AT & 52,
Filter the inside and outside of the towel, dry it and rub it with soap
to smooth the socks, and then put it on the bed to sleep upright Prob-
lem analysis: What does "high temperature” behave? Why does pur-
ple sweet potato rot when it gets on clothes? Problem description:
Answer: "Unexpected”, "Too surprised” and more “surprising” Prob-
lem analysis: This...this is also rare. After all, purple sweet potato is
so cute End.

Prompting ¥4 FAE WA HR, FTHA/K SR B— T, B IR —F, e
Baseline Uil KRR T 3 E IRl AT 1, S8 s /K e — T, FA AL
(3.40)

Question

CPM
(3.10)

SR, TEAE KR .
Clothes stained with milk can be soaked in cold water, washed with
soap, and dried in a cool, well-ventilated place. If it is stained with
beer or liquor, first wash it with water, then wash with soap, and
then rinse with water.

ARG ) 28 b 3 i AR T, TR S 1B 58 I b LA )
T, ATAMR AR 5 P ETEAR IR L JE e SifE R RMEE. o SR L
BT, PrOASEATS I TR, P GEACRAETS B EEE, 11
RS2 ORI Y BTSSR T B LERE, SRS s
0, AR, BT R i TR

It is difficult to clean the stains on the purple potato on the clothes,
because the softer objects like purple potato can easily adhere to the
clothes, and it is really difficult to wash it afterwards. Since purple
sweet potato is relatively hard, we need to remove the stain first.
Use laundry detergent or washing powder to scrub the stain. If it is
a hard purple sweet potato stain, you need to crush the purple sweet
potato with a mixer, then lighten the solution, and then scrub. After
squeezing dry, rinse the clothes clean.

Human ¥ eI AR R YVERARE, BAKY 24 nT LKL, A8 AR

Answer  (FlINFE-BLE) RARBEKTER, A BEKVEIRIREBGEE TS A

(8.67) B, WA T DAZKUERI AR, AT #5 BR AN 7 ¥R e 1 Sese i TR
BT AR LY 2258, )58 )5 PR b Bk B S5 FUE & Ve
A IR K, Ay e A e S5 5t A
T 5 2, LET5 BRI AR T AN S5 B, ek
DEUEAT S BV TT (0T 1 19 6 T B SO e A e s i
FLEEE T, SR TR A e BRI A T
Pes LI
First, please check the laundry label to confirm whether the clothes
can be washed. Some clothes (such as wool, etc.) cannot be washed.
It is recommended that the clothes that cannot be washed should be
sent to a dry cleaner. If you confirm that the clothes can be washed,
you can clean them as follows: Use a tool to scrape away the purple
potato that can be scraped off. After scraping, apply the blue moon
hand wash special laundry detergent directly on the mud point with-
out any water. The detergent needs to completely cover the purple
potato stains. Wait 5 minutes to allow the stains to fully contact and
react with the laundry detergent. After 5 minutes, gently scrub the
purple potato mash (you can use a white towel to repeatedly scrub
the muddy spots until they are clean), and finally wash the whole
piece of clothing as usual, such as hand wash with detergent or ma-
chine wash.

Inverse
Prompt-
ing
(6.63)

scores. The best answer is written by a human, which comprehen-
sively introduces the solution to the problem step by step. The an-
swer generated by inverse prompting offers a similar solution but
with fewer details. The prompting baseline does not give a precise
answer to the original question. Instead, it tries to answer another
question “How to wash out the liquids on clothes such as milk or
beer?”. This tells us why we need to use inverse prompting to force
the generated answer to be closely related to the original ques-
tion. Finally, CPM can neither produce fluent answers nor provide
useful information. This example illustrates how the difference in
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overall ratings for different methods in Table 4 come from in a rep-
resentative way.

Table 9: A representative case in poem generation that re-
flects the overall qualities of different methods.

Title IR B
Zebra
Search  EIAGEIREE, TIIOBR. b HARE, BB .
Baseline  Grass droops and eagle eyes sharpens, snow eliminates
(2.20) and horse hoofs clear. Plain desert with sun unset, Lintao
is seen behind shadows.
Jiuge FEHEE TR, WEARENE. RAEKTAHEL,
(5.10) ARBEREE.
W AR G, BRI AL A . ANATEAE T4 ),
KATE T
Jade rein golden saddles going down the sky, double white
hair going through wind and dust. The creature is compa-
rable to Jingwei bird in the sky, or Maoyan as human. It
has been to dragon’s pool and praise Chinese women, and
also to chicken’s lounge to memorize gods. It doesn’t need
to borrow thousands of years of strength, the yellow horse
is powerful on its own.
Inverse  WIMIZEE(E, BERIRSCE. —XUNRE, BOALmbE.
Prompt- AR/, MRKERF. REarht, 7HRE.
ing Horses in distant lands are usually strong, with tattoos on
(4.80) their hoofs. The creature has a pair of sky-like hoofs and
panda-like fur. Looking closely you’ll find its front feet
being small, and its hair being the same. It is born to be
unique, and it desires to run for tens of thousands of miles.
Inverse — WP, B E R S5O, W
Prompt-  Dappled hoofs, step through moss roads. Despite their fur
ing +ST being similar to ancient beasts, they are as mild as rabbits.
(5.70)

Table 10: A bad case that inverse prompting is not successful
in understanding the given title Iroquois even under after
self training,.

Title M 57 1 et
Sigh for the Iroquois
Inverse B SR, S AREEE R . R N T O
Prompting  Jf, BUKTEHLZILE.
+ST (3.50) The golden city of the White Emperor is located inside

deserts, where monsters are easy to appear and damage
people. The monsters kill millions and hide in hell, and
they receive no damage against fire.

Table 9 shows poems generated by different methods under ti-
tle Zebra (Wk 3t Ih). Zebra is an open-domain concept that never
appears in any traditional Chinese poems (as there’s no zebra in
ancient China). However, there exist lots of traditional Chinese po-
ems for different types of animals. We would like to see how dif-
ferent methods generalize the traditional Chinese poem format for
zebras.

Note that the direct meaning for “zebra”(3¥ ;) in Chinese is
“spotted horses”, so models are likely to misuse the concept of
“horse”. The prompting baseline copies sentences from famous ex-
isting poems for horses and gets only 2.20 for being an awkward
copycat. Jiuge treats zebras as horses and applies a lot of analogy to
glorify the “horses”, with good representation and perfect format
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it gets a 5.10 overall score. Inverse prompting offers a description
between horses and zebras and gets a 4.80 overall score, while in-
verse prompting with self-training states the hoof, the fur and the
behaviors of zebras in a subtle way, differing zebras from horses,
this poem is scored the highest (5.70) by expert evaluators.

This is a representative instance for poem generation. The other
99 poems are also evaluated in such a way that the title is in a cat-
egory that exists a lot in traditional poems. However, the precise
concept of the title is new. For example, climbing different moun-
tains or towers is popular in traditional Chinese poems, and we
design open-domain titles like “Climbing Eiffel Tower” and “Climb-
ing Mt. Everest” which never appear in them. The prompting base-
line often copies from existing poems. Jiuge usually gives an poem
with good format between related and unrelated. inverse prompt-
ing seems to understand the title while inverse prompting with
self-training understands the title better.

However, inverse prompting does not guarantee understanding
of the given title. Table 10 illustrates a bad case under title Sigh
for the Iroquois ("L %) ¥ 11). Inverse prompting with self-training
fails to understand the meanings of the native American tribe and
mistreat it as some forms of monsters living in deserts and killing
people. This may due to the low occurrence of the Iroquois in mod-
ern Chinese texts that the base language model itself cannot fully
understand its meanings, and the self-training process is unable to
help the model understand more about such concepts as well.

6 CONCLUSION

In this paper, we present a new method, inverse prompting for text
generation. Inverse prompting offers a new option for controllable
generation using language models by exploiting the inverse form
of natural languages.

We experiment the text generation using inverse prompting,
which is to assign inverse prompts that force the generated texts to
be related to the prompt. Extensive experiments of human evalua-
tions demonstrate that as the relevance increases, the overall qual-
ity of long-form Chinese texts also improves significantly. On long-
form open-domain QA, inverse prompting improves Al-generated
texts one step closer towards human level. More promising results
occur in open-domain Traditional Chinese Poem Generation, as
with inverse prompting, language models trained on modern Chi-
nese context can generate poems that surpass the previous SOTA
despite the disadvantages in format and aesthetics. Furthermore,
with self-training, the inverse prompting poem generator can do
even better in human evaluations.
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A APPENDIX

A.1 Implementation Details

Training Details for the Base Model. For training of the base
model, we use a training set of 302GB, the distribution of these
data is shown in Table 11. The evaluation set contains 400MB Open-
Domain QA contexts that is not used during training. We select the
100 questions in human evaluation from this evaluation set.

Table 11: Dataset Distribution.

Source Format Size
Baidu & Sougou Baike Online Encyclopedia 133GB
Zhihu Open-domain QA 131GB
Baidu QA Open-domain QA 33GB
Generated TC-Poems  Traditional Chinese Poetry ~ 1.6MB
Evaluation Open-domain QA 440MB

As mentioned in section 4, we use GPT framework with its trans-
former model substituted to Transformer-XL. For optimization, we
use the AdamW optimizer with f; = 0.9, = 0.95,e = le — 6
and a 0.1 L2-weight decay. The learning rate is warmed up lin-
early over the first 3,000 steps to a peak value of le — 4, then is
tuned with cosine decay to 10% of its peak value. The total training
steps is 160,000. The training process uses 8 servers with 8 Nvidia
V100 GPUs on each server. Each server has 96 Intel CPU cores and
376GB Memory. Serves are connected by 100G RoCEv2 network.

For reinforcement learning, on each cycle we first generate a
few poems for each of the 1500 prompts, resulting in around 800KB
of generated poem data. Our fine-tuning inherits the previous con-
ditions of the optimizer from the previous model and train on gen-
erated poem data for 2,000 steps. We repeat this process twice, so
the final size of train poems generated is 1.6MB. The fine-tuning
uses one server with 8 Nvidia V100 GPUs.

Table 12: Training Dataset Distribution.

beam generations max short

Task .
size per beam  sentences
Long-form QA 5 5 30
Poem (train/turing) 10 7 8
Poem (eval) 10 12 8

Parameters for Beam Search. Table 12 displays the beam search
parameters we use. For long-form QA, we use a beam size of 5,
and for each beam we generate 5 samples for the next short sen-
tence, and we limit the length of the answer to 30 short sentences.
For Poem Generation, we use a beam size of 10, for each beam we
generate 7 samples for the next short sentence in reinforcement
learning and the Turing Test, and 12 samples for open-domain ti-
tle human evaluation. We limit the length of the generated poems
to 8 short sentences.

For A, A1, 42,43, lformar mentioned in Section 4, we take 4 =
A =2A3 =1, 14 0.75 for poem generation and use A 1.5
for open-domain QA.
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For poem generation, we design I oy mq; using various format in-
formation like number of characters in each short sentence, repet-
itive, rhythm, and tones. Despite it doesn’t work when applied
to prompting baseline directly, it cooperates well with inverse
prompting.

A.2 Human Evaluation Details

Our human evaluation is conducted on a platform. The whole task
of evaluating 100 prompts is divided into 10 sub-tasks, and in
each sub-task, the evaluator is required to score 4 contexts for 10
prompts in multiple aspects, like an online questionnaire.

The evaluation does not necessarily need to be finished at once.
People can login and logout, change their answers for already com-
pleted problems, or continue evaluation from their current posi-
tions freely in one week’s time. They only need to ensure that all
evaluation questions have been answered before the deadline, with
the ratings being consistent.

Valid evaluators for open-domain QA are paid 150 RMB yuan
each (about $25), while each TCP (Traditional Chinese Poem) eval-
uator receives 300 RMB yuan (about $50), as evaluation for tradi-
tional poems requires more expert reviewers. The payment is not
high but due to the flexible time arrangement for online and inter-
esting content, the task still attracted a lot of participants.

We recruit 11 experts for TCP evaluation, 10 of them finished
and all of those finished provide valid evaluations, we recruit 45
people for open-domain QA, 32 of them finish their experiments
and 30 of them provide consistent evaluations.

For generating baseline texts, for QA, we generate the prompt-
ing baseline using the base text generation code under the prompt
format of ” [ #i:${Question} {ij 4 :${Description} [n] %", for
CPM we apply the same prompt format and use its recommended
text generation code.

For poem generation using Jiuge, we write code that can au-
tomatically make online queries to its public generation website
http://jiuge.thunlp.org/ and get generated poems. Jiuge has a lot
of format modes and we choose four most general modes without
additional restrictions "5-Jueju”,’7-Jueju”;’5-Lvshi”,7-Lvshi” (H. &
4, LE4n), L5 HEE, L E 8. For each title Jiuge
generates one best poem for each mode. However, it offers no hint
about which poem it considers the best so we randomly choose
one from the 4 generated for human evaluation.

A.3 Deviation for Human Evaluators and
p-values

Table 13,14 displays the deviation of the scorings for human eval-
uators.

The deviation is calculated in a per-capita basis that we first av-
erage the scorings for each method on for every evaluator, then we
compute the deviation based on the average scores of each human
evaluators.

As can be seen, evaluators agree more on the quality for Chinese
QA, while less on the qualities for poems.

With those standard deviations, assuming evaluators are inde-
pendent with each other, we can calculate p-score. For poems we
have N = 10, the p-value for Jiuge > Inverse Prompting is 0.0544
while the p-value for Jiuge > Inverse Prompting+self-training is
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Table 13: Performance and Deviation for open-domain long-form Chinese QA under Human Evaluation.

Fluency  Informativeness Relevance Overall
Method
(1-5) (1-5) (1-5) (1-10)
CPM 2.66+0.19 2.47+0.19 2.36+0.20  4.32+0.37
Prompting Baseline  3.44+0.19 3.25+0.20 3.21+0.22  5.97+0.42
Inverse Prompting  3.61+0.17 3.43+0.19 3.59+0.20 6.51+0.38
Human Answers 3.80+0.18 3.61+0.19 3.67+£0.21  6.85+0.39

Table 14: Performance and Deviation for open-domain Traditional Chinese Poem Generation under human expert evaluation.

Format Innovation Relevance Aesthetics Overall
Method
(1-5) (1-5) (1-5) (1-5) (1-10)
Jiuge 3.60+0.25 2.47+0.28 1.99+0.31 3.12+0.31 3.57+0.54
Search Baseline 2.79+0.37  1.10£0.13  1.16+0.16  2.44+0.38  1.35+0.27
Inverse Prompting 2.56+0.28 2.71+0.28 2.92+0.37 2.33+0.28 4.00+0.52
Inverse Prompting +ST =~ 2.42+0.29  2.92+0.28 3.65+0.33 2.18+0.28 4.40+0.47

Table 15: Selected examples of inverse prompting poetry, po-
ems with heading, and SongCi.

Title HeAE

Inverse SMETETTIR, VL AR, Fohaime, WHEEYD

Prompting Wito

+ST BEEW AT, IETER. HHRKYE, ARk
iF.

Title IS AN

Inverse SRAERIC, RIEGAH . —PRBSN0, T HEaR .

Prompting RIS, Ay S DA o 5 SRV T, WS R = 22

+ST

Title =fk

Inverse TEIORHLEE, KRS IS .

Prompting NNZE IR H, B FFEIE .

+ST

Title BOSUIHRLIS (GBS HHERY)

Inverse TETEEE o, ARIEATHIR . OB, 2% B L.

Prompting  BAiEE &, RIVILAESL . Bk T8 WES N

(Heading)

Title PR il S

Inverse IRANERTER. HFILE KIER. IWELRE T

Prompting ’éﬁﬂ ENIEIN L B T N

(SongCi) IR RR . SRAE, FIREL. TTREPTE, Y
ﬁﬁiﬁl‘% AU AR, BB 75 .

Title GEEY - — R — AR

Inverse -HUEIEI — AR, AR AU IR, B KR AZH

Prompting ﬂE

(SongCi) MM TR L, FHBERERE. WA X
=B

2460

0.0009, suggesting that under p < .05 we cannot fully reject the
hypothesis that Jiuge is not worse to Inverse Prompting. However,
Inverse Prompting with self-training is statistically better than Ji-
uge.

For QA, with N = 30 the p-value for Prompting Baseline > In-
verse Prompting is < .00001, while the p-value for Inverse Prompt-
ing > Human is 0.0006. So inverse prompting is statistically better
than the prompting baseline but is still worse than human.

A.4 Online Demo Platforms

We further developed the poem generation and add some other
formats of poems, including heading, which pre-defines the first
word of each short sentence before poem generation, and SongCi,
which is another form of traditional Chinese context that involves
much higher format standard. All of these downstream tasks are
based on the inverse prompting+self training protocol , with tiny
format adjustments for each downstream task.

We display these applications on our demo Wudao Poetry ({&
JEYEHRR) 3. Users can also submit their customized titles and gen-
erate poems of their own. There is also a QA demo named Wudao
QA (BB [7£5) * where users can submit their own questions and
descriptions to get an Al answer.

Table 15 displays some of the generated poems for these down-
stream tasks on the platform. More cases can be found on the plat-
form, or generated according to users’ submissions.

3https://pretrain.aminer.cn/apps/poetry.html
“https://pretrain.aminer.cn/os/qa
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